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Abstract 

 Governance (which entails transparency, accountability, the rule of law and the presence of 

effective and legitimate institutions) is considered an essential factor in economic development. 

A large number of academic studies have attempted to identify and explain the influence of 

governance quality on economic growth, bearing on different theoretical perspective and using 

a panoply of estimation methods, including correlation and regression analyses. This study 

approaches the phenomenon from a predictive analytical perspective using contemporary 

Machine Learning techniques to uncover the most important predictors of economic growth in 

the MENA region in sample observed from 1996 to 2020. Random Forest algorithm was used 

with three machine learning models (Support Vector Machine, Boosted TREE, Linear 

Regression) to predict economic growth. The empirical results indicated that the predictions 

obtained using Random Forest were more accurate than those obtained by the other models. 

The results indicated that Government Effectiveness, Control of Corruption and Rule of Law 

are the most influential factors explaining economic growth. 

Keywords: Random Forest, Machine Learning, Economic Growth, Government 

Effectiveness, Control of Corruption and Rule of Law. 
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1. Introduction  

The concept of good governance has been widely debated in the literature (Agere, 2000; 

Graham et al., 2003a; Armstrong et al., 2005; Andrews, 2008; Bovaird and Löffler, 2009). Good 

governance is one of the public sector’s management models (Armstrong et al., 2005).  

Generally, good governance has three dimensions: political, administrative and judicial. The 

first represents access to authority and the last two denote the exercise of authority (Kaufmann 

et al., 2010). Good governance means eliminating corruption, inefficiency, ill-administrative 

secrecy and bureaucracy to include accountability, transparency and governance, efficiency, 

exclusivity, fairness and responsiveness (Stoker, 1998; Graham et al., 2003a, b). Aside from 

these macro indicators, Mauro (1995), Kaufmann and Wei (1999), Méon and Sekkat (2005), 

Méon and Weill (2010), d’Agostino et al. (2016) and Prakash et al. (2019) found a negative 

effect of corruption on investment, efficiency and economic growth. In this regard, Etsy Daniel 

(2006) claimed that good governance is the process by which public institutions conduct public 

affairs, manage public resources and ensure the protection of human rights in a manner that is 

essentially free of abuse and corruption, while respecting the rule of law. Generally speaking, 

good governance means that the citizen and their security are ensured by law, which is 

guaranteed in particular by the independence of the judicial, fostering thus the "rule of law". 

Governance means also that public expenditure is managed in a correct and fair way by public 

institutions and that information must be accessible to all citizens. Democratic institutions and 

regimes have common characteristics that should promote their visions of cooperation: balance 

of power, multiparty system and free and periodic elections, an active civil society, free and 

independent media, and armed and security forces under the control of the nation's 

representatives. In a democratic society, participation or voice of citizens in the selection of a 

government is a prerequisite for any democracy. In democratic governments, ethical 

administrative practices have always been recognized as an essential tool for determining good 

governance and a crucial element to be incorporated in building citizen trust. Waheduzzaman 

(2010) explained that the World Bank and IMF consider participation as an important indicator 

of good governance. Accountability is another indicator of good governance that is a barrier to 

building good governance (Rahaman, 2009; Ray, 1999). Accountability refers to the extent to 

which one should be held accountable for one's actions to high authority or the public (Shafritz 

& Russell, 1997). The other two indicators of good governance are transparency and 

responsiveness (Griffin, 2010). Machine learning is a subset of artificial intelligence, which is 

frequently used when computing devices attempt to mimic human cognitive functions related 
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to learning and problem-solving processes to achieve "optimal" results. Within the machine 

learning community, the development of methods that enable and improve the machine learning 

process is often tested by model comparison methods. In other words, the goal of the process is 

to identify the machine learning model and its optimal set of parameters that achieve the highest 

unbiased predictive accuracy for a given problem and associated data set. In a manner parallel 

to traditional stochastic data modelling, algorithmic culture has been exploring and improving 

the predictive accuracy of machine learning models for decades (Huang et al.,2014). To the 

best of our knowledge and to date, no academic study has tried to discover the most important 

predictors of economic growth in the MENA region through the lens of modern data mining 

techniques. The main objective of this analytical study is to reveal the likely factors and their 

relative importance as predictors of economic growth with modern machine learning 

techniques. The rest of the paper is organized as follows. Section 2 summarizes the research 

methodology in terms of the machine learning models and methods used in the study. Section 

3 includes briefly describes the data, and data pre-processing. Section 4 presents the modelling 

results, explains the predictive accuracy and the order of importance of the predictors of all 

types of models. The final section, Section 5, summarizes the study, its findings, and provides 

insights and implications of the findings. 

2. Methodology  

2.1. Machine Learning Model 

Machine learning is a subset of artificial intelligence, which is frequently used when computing 

devices that attempt to mimic human cognitive functions related to learning and problem-

solving processes to achieve "optimal" results. Within the machine learning community, the 

development of methods that enable and improve the machine learning process is often tested 

by model comparison methods. In other words, the goal of the process is to identify the machine 

learning model and its optimal set of parameters that achieve the highest unbiased predictive 

accuracy for a given problem and the associated data set. In a manner parallel to traditional 

stochastic data modelling, algorithmic culture has been exploring and improving the predictive 

accuracy of machine learning models for decades (Huang et al., 2014). 

2.2.1. Linear Regression (LR) represents the gold standard technique in the field of machine 

learning. The ordinary least squares (OLS) method is commonly used to estimate intercept and 

slope regression parameters. The model can be expressed as follows: 

𝑦̂𝑖 = 𝛽0 + ∑ 𝛽𝑖𝑋𝑖
𝑝
𝑖=1 + 𝜀𝑖       (1) 
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where Y is the output variable, 𝑋𝑖  is the independent variable, and  𝛽𝑖 is the parameter estimated 

through OLS regression. The limitation of LR is that it only clarifies the interaction between 

the mean input variables and output variables. Nevertheless, the functional form of the link 

between the target variable Y and predictor X can be obtained in a flexible manner through 

advanced machine learning models. 

2.2.2. Random Forest Algorithm is of the bagging 2 type predictor algorithms consisting of a 

set of small trees. It is characterized by its superior performance and robust results. It works 

well with large data sets and efficiently handles imperfect data while maintaining a high level 

of accuracy. Even if the generalization error occurs in a random drill tree, it depends on the 

predictive strength of the model’s decision trees. Ensemble models are expected to provide 

robust models with high predictive accuracy over individual classifiers (Svetnik et al., 2003).  

At each node of the forest, the input variables are randomly selected such that the nodes are 

divided according to criteria of internal impurities when growing trees in the forest (Breiman, 

2001).  

A random forest consists of an arbitrary number (set) of single trees, or their responses are 

combined (averaged) to obtain an estimate of the dependent variable (regression). The use of 

ensembles of trees can lead to a significant improvement in prediction accuracy (i.e., better 

ability to predict new data cases). The response of each tree depends on a set of independently 

chosen predictive values (with replacement) and with the same distribution for all trees in the 

forest, which is a subset of the predictive values in the original data set. The votes of all trees 

are aggregated and successful applications of the Random Forest algorithm are reported in 

several domains such as e-commerce, finance, sports and medicine (Sharda et al., 2017). In the 

social sciences, Random Forest has attracted attention because of its high efficiency, ease of execution 

and low computational costs. This learning method was developed by Breiman (2001).  The 

samples bootstrap3 obtained from each tree were used to train the entire learning (Babar et al. 

2020). The model can be expressed as follows: 

𝑦̂𝑖 =
1

𝑞
∑ ℎ𝑘
𝑞
𝑖=1 (X)  (2) 

Where h(x) is a set of k-th random learner trees and X is the vector of input variables. A new 

training set is generated by replacing the original data for each regression tree constructed. To 

improve the predictive ability of the model, the hyperparameters of the model must be adjusted 

using a validation dataset 

                                                             
2 Breiman, L. (1996). Bagging Predictors, Machine Learning, 26 (2),123-140. 
3 The principle of the bootstrap is to draw randomly and with replacement observations from the starting base, and 

to repeat this mechanism several times to obtain a new sample. 
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1.2.3. Vast Margin Separator Regression (SVM) 

    Support vector machines are a set of supervised learning techniques for solving regression 

problems. The SVM is a learning system using a high-dimensional feature space. The SVM 

regression was proposed by Vapnik et al. (1997). The regression model produced by SVM 

depends only on a subset of training data because the cost function for building the model 

ignores any training data that is close to the model's prediction. 

The idea is to transpose the data into another higher dimensional space and then apply the linear 

algorithm on the projected data. K is a positive definite kernel:  

K:ℜ𝑑*ℜ𝑑 ⟶ℜ alors: 𝑘(𝑥, 𝑦) =< 𝜑(𝑥), 𝜑(𝑦) > 

With 𝜑: ℜ𝑑 → Η, 𝑥 → 𝜑(𝑥) is a transformation of ℜ𝑑  to a Hilbert space  Η, which we do not 

need to explain: any algorithm that uses only scalar products between the data samples can all 

be applied in the space Η via the scalar product 𝑘(𝑥, 𝑦) =< 𝜑(𝑥), 𝜑(𝑦).  

 

Training data D={(𝑥𝑖, 𝑦𝑖), 𝑖 = 1, … , 𝑛}, ou 𝑥𝑖 ∈ 𝒳, 𝑦𝑖 ∈ ℛ. The goal, given a new observation 

x, is to predict the value of the associated y. For this regression (𝜀 − 𝑆𝑉), we look for a function 

f : 𝒳 → ℛ , flat as |𝑓(𝑥𝑖) − 𝑦𝑖| < 𝜀, for all i. We consider the projections of the learning points 

in the arrival space Η and we look for solutions of the form:  

f(x)=< 𝑤,𝜑(𝑥) > +𝑏 

The flattening condition is identified by the minimum‖𝑤‖2 =< 𝑤,𝑤 >. The regression 𝜀 −

𝑆𝑉 is identified using the cost function −𝑖𝑛𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑒 :  

|𝜉|𝜀 = {
0 𝑠𝑖 |𝜉| < 𝜀
|𝜉| − 𝜀 𝑖𝑓 𝑛𝑜𝑡

 

Moreover, we introduce the < 𝑒𝑎𝑠𝑖𝑛𝑔 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 > 𝜉𝑡 and 𝜉𝑡
∗ are plotted in Figure 2. The 

optimization problem is:  

{
 
 

 
 min⏟

(𝑤,𝑏)

‖𝑤‖2

2
+ 𝐶∑(𝜉𝑖 + 𝜉𝑖

∗)

𝑛

𝑖=1

𝑦𝑖−< 𝑤, 𝜑(𝑥𝑖) > −𝑏 ≤ 𝜀 + 𝜉𝑖 ,   𝑖 = 1,… , 𝑛

< 𝑤, 𝜑(𝑥𝑖) > +𝑏 − 𝑦𝑖 ≤ 𝜀 + 𝜉𝑖
∗, 𝑖 = 1, … , 𝑛

𝜉𝑖 , 𝜉𝑖
∗ ≥ 0,   𝑖 = 1,… , 𝑛

 

With : 

C >0, allows to choose the balance point between the flattening of the solution and the 

acceptance of errors beyond ε -SVM for the regression. 

The Lagrange multipliers we get are:  
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{
  
 

  
 min⏟
(𝛼,𝛼∗)

1

2
∑(𝛼𝑖 − 𝛼𝑖

∗)

𝑛

𝑖,𝑗=1

(𝛼𝑗 − 𝛼𝑗
∗)𝐾(𝑥𝑖, 𝑥𝑗) + 𝜀∑(𝛼𝑖 + 𝛼𝑖

∗)

𝑛

𝑖=1

−∑𝑦𝑖(𝛼𝑖 − 𝛼𝑖
∗)

𝑛

𝑖=1

0 ≤ 𝛼𝑖, 𝛼𝑗 ≤ 𝐶, 𝑖, 𝑗 = 1, … , 𝑛

∑(𝛼𝑖 − 𝛼𝑖
∗)

𝑛

𝑖=1

= 0

 

 

Inside of 𝜀 -SVM, the learning points have 𝛼𝑖 = 𝛼𝑖
∗ = 0. The dots have 𝛼𝑖, 𝛼𝑖

∗ ≠ 0 are called 

support vectors. With  𝑤 = ∑ (𝛼𝑖 − 𝛼𝑖
∗)𝜑(𝑥𝑖)

𝑛
𝑖=1  

The regression function is:  f(x)=∑ (𝛼𝑖 − 𝛼𝑖
∗)𝑛

𝑖=1 𝐾(𝑥𝑖, 𝑥) + 𝑏 

 

 

      

    Figure1: SVM for regression                                          Figure 2: the relaxation variables 

 

2.2.4. Boosted Trees algorithm (stochastic gradient boosting trees) comes from the 

application of boosting methods to regression trees (GC&RT). The general idea is to compute 

a series of (very) simple decision trees, where each consecutive decision tree is constructed to 

predict the residuals of the previous tree's prediction. This method is a complete implementation 

of the stochastic gradient boosting method. 

 

The implementation of these powerful algorithms can be used for regression problems, with 

continuous and/or categorical predictors. Among the regression procedures derived from 

Friedman (1999), Tree Boost has the best overall performance and was considered the method 

of choice. In this study, we compare different levels of randomization in terms of performance 

on the 100 target functions for two different error distributions. Hundreds of datasets {𝑦𝑖 ,𝑥𝑖}1
𝑁 

have been generated: 

𝑌̂𝑖 = 𝐹
∗(𝑥𝑖) + 𝜀𝑖  (4) 
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With  𝐹∗(𝑥𝑖) represents each of the 100 randomly generated target functions. For the first study, 

the errors 𝜀𝑖  were generated from a Gaussian distribution with zero mean, and variance adjusted 

so that: 

𝐸|𝜀| = 𝐸𝑥|𝐹
∗(𝑥) −𝑚𝑒𝑑𝑖𝑎𝑛𝑥𝐹

∗(𝑥)|   (5) 

 

2.2. Testing and evaluating - cross-validation 

For these methods, we used k-fold cross-validation to randomly divide the data into k number 

of mutually exclusive subsets for “training” and “testing” sets. The folds (k-1) of the data are 

used to build the model and the remaining fold is used to test the model. Delen et al. (2012) 

proved that a single random assignment can potentially lead to heterogeneous subsets of data 

which, in turn, would produce biased results. For this reason, we used five rounds (k = 10) of 

cross-validation on the entire dataset. In each round of the 5-fold cross-validation, the model is 

trained in all except one of the folds and tested on the excluded fold, which is the test subset for 

that specific round. Finally, the average of the results of the five rounds is compiled for the final 

analysis. Olson and Delen (2008) report that the use of stratified cross-validation tends to 

decrease bias compared to regular cross-validation. According to Delen et al. (2012), overall 

accuracy is measured using the average of each individual k accuracy measurement. 

𝐶𝑉 =
1

𝐾
∑ 𝐴𝑖
𝐾
𝑖=1     (5) 

2.3. Model Performance Comparison 

To evaluate and compare the prediction performance of the four machine learning algorithms, 

we chose to use the mean squared error (MSE), which is defined as the mean for each individual 

of the deviation test basis squared between the prediction of the model to be tested and the true 

output value. For each model, we will evaluate the following quantity: 

𝑀𝑆𝐸𝑗 =
1

𝑛𝑡𝑒𝑠𝑡
∑ (𝑦𝑖 − 𝑦̂𝑖,𝑗)
𝑛
𝑖=1    (6) 

Where: 

- m: the number of models to test.  

- n: the number of individuals in the initial base.  

-𝑛𝑡𝑒𝑠𝑡  : the number of individuals in the test database. 

- 𝑦𝑖 : the actual output variable of the individual. 

-𝑦̂𝑖,𝑗 : the output variable of individual i predicted by model j. 

We are interested in the model which has 𝑀𝑆𝐸𝑗: min (𝑀𝑆𝐸𝑗)1≤𝑗≤𝑚. The model that minimizes 

the MSE error appears to be the model that best predicts the dependent variable. 
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2. Database 

The empirical study consists of 18 countries (Appendix 1) in the MENA (Middle East and North 

Africa) region. The study covers the period from 1996 to 2020. Table 1 describes the variables 

in detail, their definitions, notations and sources. The relationship between Economic Growth 

(LGDP), Corruption (CORR), Government Effectiveness (EG), Political Stability and Absence 

of Violence/Terrorism (SP), Regulatory Quality (QR), Rule of Law (ED), and Voice and 

accountability (VR) are expressed as: 

LGDP=f (CORR, EG, SP, QR, ED, VR) 

Table 2 summarizes the statistics for the studied variables. EG and LGDP show the highest 

mean and standard deviation for all countries. The higher standard deviation also implies that 

the EG and LPIB series are more volatile than the other variables. The normality test is 

estimated by the Shapiro-Wilk statistic (the results prove that the variables are not normally 

distributed at the 5% threshold). Moreover, machine learning algorithms are likely to extract 

deeply hidden knowledge in large datasets involving multiple types of input variables that are 

not necessarily normally distributed. (Delen et al., 2012 ; Sharda et al., 2017). 

Table 1 : Data description 

The variables Definition Sources 

 

Economic growth GDP 

(constant 2010 US$) 

GDP at purchaser prices is the sum of the gross 

value added of all resident producers in an 

economy plus any product taxes and minus any 

subsidies not included in the value of the 

products. Its data is in constant 2010 US dollars. 

Dollar amounts for GDP are converted from local 

currencies using official 2010 exchange rates. 

https://donnees.banquemondiale.org/

   

Corruption 

(CORR) 

captures perceptions of the extent to which public 

power is exercised for private gain, including 

petty and grand forms of corruption, as well as 

the “capture” of the state by elites and private 

interests. The estimate gives the country's score 

on the aggregate indicator, in units of a standard 

normal distribution, i.e., ranging from around -

2.5 to 2.5. 

https://databank.banquemondiale.org

/ 

Government effectiveness 

(EG) 

 captures perceptions of the quality of public 

services, the quality of the civil service and its 

degree of independence from political pressures, 

the quality of policy formulation and 

implementation, and the credibility of the 

government commitment to these policies. The 

estimate gives the country's score on the 

aggregate indicator, in units of a standard normal 

distribution, i.e., ranging from around -2.5 to 2.5. 

https://databank.banquemondiale.org

/ 
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Political stability and absence 

of violence/terrorism (SP) 
measures perceptions of the likelihood of 

political instability and/or politically 

motivated violence, including terrorism. The 

estimate gives the country's score on the 

aggregate indicator, in units of a standard 

normal distribution, i.e., ranging from 

around -2.5 to 2.5. 

https://databank.banquemondiale.org

/ 

Regulatory quality 

(QR) 

captures perceptions of government's ability to 

formulate and implement sound policies and 

regulations that enable and promote private 

sector development. The estimate gives the 

country's score on the aggregate indicator, in 

units of a standard normal distribution, i.e., 

ranging from around -2.5 to 2.5. 

https://databank.banquemondiale.org

/ 

rule of law 

(ED) 

captures perceptions of the extent to which 

agents trust and obey societal rules, and in 

particular the quality of contract enforcement, 

property rights, police and courts, as well as the 

likelihood of crime and of violence. The estimate 
gives the country's score on the aggregate 

indicator, in units of a standard normal 

distribution, i.e., ranging from around -2.5 to 2.5. 

https://databank.banquemondiale.org

/ 

Voice and Accountability 

(VR) 

captures perceptions of the extent to which a 

country's citizens can participate in the selection 

of their government, as well as freedom of 

expression, freedom of association and freedom 

of the media. The estimate gives the country's 

score on the aggregate indicator, in units of a 

standard normal distribution, i.e., ranging from 

around -2.5 to 2.5. 

https://databank.banquemondiale.org

/ 

 

Table 2. Descriptive Statistics 

 

Variables Observations  Mean Minimum Maximum Standard 

Deviation 

Shapiro-

Wilk stat 

P-value 

Economic growth 

GDP (constant 

2010 US$) 

450 10.91489 10.11461 11.83160 0.434191 0.95676 0.0000 

Corruption 

(CORR) 
450 -0.23527 -1.71257 1.56719 0.770349 0.98017 0.0001 

Government 

effectiveness 

(EG) 

450 -0.18063 -2.30766 1.50927 0.803437 0.98865 0.00145 

Political stability 

and absence of 

violence/terrorism 

(SP) 

450 -0.58416 -3.18080 1.22362 1.035486 0.97564 0.0000 

rule of law 

(ED) 
450 -0.21391 -2.09213 1.27893 0.794410 0.96074 0.0000 

Voice and 
Accountability 

(VR) 

450 -0.93667 -2.05034 0.78666 0.610573 0.94774 0.0000 

Regulatory 

quality 

(QR) 

450 -0.28381 -2.34709 1.31674 0.86889 0.97065 0.0000 
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Table 3: Comparison of forecasts of economic growth (GDP) 

 Error rate 

Random Forest 0,005406 

Support Vector Machine  0,131014 

Boosted TREE 0,065730 

Linear Regression 0,060107 

 

 

Figure 1: Summary of random forest response. 

 

 

 

 

Figure 2 : Importance of variables 
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3. Results and discussions 

We constructed artificial intelligence models to predict economic growth (LGDP). To 

achieve our goal, we used four machine learning approaches namely Random Forest, 

Support Vector Machine, Boosted TREE and Linear Regression. Training and testing data 

were split in a ratio of 70:30; 70% of data was used for training the model and 30% for 

examining the efficiency and accuracy of the model.  To assess the performance of 

forecasting models, we compare the error rate of the models. Table 3 presents the error rate 

values for the test data of all models. Random Forest proves the best predictive performance, 

with minimum error term than Support Vector Machine, Boosted TREE and Linear 

Regression. This implies that Random Forest significantly improves the accuracy of the 

prediction method, reaching an overall accuracy of 99.54%. Linear Regression was the 

second-best model with an overall accuracy of 93.89%, followed by Boosted TREE with 

93.89% and Support Vector Machine with 86.89%. Like other machine learning techniques, 

the Random Forest method remains a "black box" method, i.e. one cannot really visualize 

the decision tree allowing to obtain the final prediction. This type of models offers great 

predictive performance, is versatile and detects interactions without a parametric form 

having to be specified (Hamza and Larocque 2005).  Graphs (1) explain the mechanism of 

the Random Forest algorithm to avoid overfitting. Generally speaking, the root means 

square error of the training and test data will decrease. Graph 1 shows that the regression 

error rate of the training sample is 0.075 while that of the test sample is 0.055. To assess the 

most influential factors on economic growth in the MENA region, we use the random forest-

based predator importance technique. Chart 2 shows that Government Effectiveness 

(100%), Control of Corruption (82.57%) and Rule of Law (80.36%) are the most important 

predictors influencing economic growth. In contrast, Voice and Accountability (80.13%), 

Regulatory Quality (70.40%) and Political Stability and Absence of Violence/Terrorism 

(64.24%) are the least important predictors that influence economic growth. 
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4. Conclusion 

 

In this study, we explored the most important dimensions of governance quality that affect 

economic growth in 18 MENA countries observed from 1996 to 2020. A large number of 

academic studies have attempted to identify and explain the effects, causes and potential 

consequences of governance quality on economic growth, primarily through lenses using 

correlation and regression-based statistical analyses. This study approached the phenomenon 

from a predictive analytical perspective using contemporary machine learning techniques to 

uncover the most important governance quality perception predictors that affect economic 

growth. The cross-validation results highlighted Random Forest as the most accurate method 

for predicting economic growth. Interestingly, given the notable predictive accuracy of our 

results, we highlight government effectiveness as the most relevant factor influencing economic 

growth. This implies that the quality of public services, civil service and its degree of 

independence vis-à-vis political pressures are the main factors that affect economic growth in 

the MENA region. 
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Abbreviations list 

 

LR: Linear Regression.  

OLS: Ordinary Least Squares. 

GC&RT: Boosted Trees algorithm. 

MSE: Mean Squared Error. 

LGDP: Economic Growth. 

CORR: Corruption. 

EG: Government Effectiveness. 

SP: Political Stability and Absence of Violence/Terrorism. 

QR: Regulatory Quality.  

ED: Rule of Law.  

VR: Voice and accountability. 

MENA: Middle East and North Africa. 

SVM: Vast Margin Separator Regression. 
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Appendix 1 

The studied MENA countries 

United Arab Emirates Bahrain 

Algeria Egypt 

Iran Iraq 

Israel Jordan 

Kuwait Lebanon 

Libya Morocco 

Oman Qatar 

Saudi Arabia Syrian Arab Republic 

Tunisia Yemen 
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